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i ABSTRACT

4

ment populations with means larger than a control population are pro-

In this paper subset selection procedures for selecting all treat-

posed. The treatments and control are assumed to have a multivariate
normal distribution. Various covariance structures are considered. All
of the proposed procedures are easily implemented using existing tables

of the multivariate normal and multivariate t distributions. Some other

procedures which have been proposed require extensive and unevailable

tables for their implementation.

Key words: Multivariate normel. multivariate t, repeated measures,

P#_condition.
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SELECTING ALL TREATMENTS BETTER THAN
A CONTROL USING EXISTING TABLES

1. INTRODUCTION

Let nl, ooy nk denote k (k 2 1) treatment populations with means
Mis soes By and let no denote a control population with mean Mge It will

be assumed that N .«» I, have a multivariate normal distribution. Treat-

0% k
ment population ni is said to be hetter than the cuntrol if w2 Mo The

goal is to select a subset of the trestment populaiions which contains all

populations which are better than the control. A correct selection (CS) is ;
the selectiin of any subset which contains all the treatments which are
better than the conirol. In this paper, selection procedures are proposed i

which insure that the probzbility of a correct selection, PEFCS), is at

leact P*, regardless of ths true value ¢f u = (uo, veos uk), where P* is

a preassigned constant catisfying 0 < P* < 1. Th2 requirement that

?EfCS) 2 P* for all p is cclled the P*-condition. The procedures proposed
in this paper are easily implemsnted since any critical values needed can
he ohtained from existing tables of the multivariate normal distribution
(e.g., Gupta, Nagel, and Panchapakesan (1373)) and multivariate t distri-
bution (e.g., Krishraiah £r4 Arnitage (19%6)).

Paulson (1952) and Dunnett {1955) were crong the first authors to con-
sider treatment versus ccatrol .-mparicon problems. Gupta and Sobel (1958)
introduced the subset/selectzon {ornulation which is being considered
herein. Recently, Chen (i980) and Chc: and lickett (1980) have considered
the subset selection formulation for the case of dependent populations.

These authors have pointed out the importance of dependence in repeated

measures designs.
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This work is closely related to Chen (1980).

It differs from Chen's
in that some covariance structures are considered which Chen did not
consider. In particular, this paper considers situations in which the
control variance differs from the treatment varianée. The selection pro-

cedures in this paper are the same as the procedures proposed by Chen

in those situations when the same model is being considered.

But the
procedures are written in a slightly different form.

This modified form
has the advantage that existing tables for the multivariate normal and

t distributions can now be used to implement the procedures. Thus, this
work, in addition to proposing new selection procedures, should make some
of Chen's procedures much easier to use.

Existing tables can be used to
implement the procedures for a wider range of models than the range of

models for which tables were provided by Chen.

The following notation will be used.

Y MN(m,‘E, L) means the random
vector Y has an m-dimensional multivariate normal distribution with mean
vector u and covariance matrix I.

¢(z) and ¢(z) denote the distribution and
density function of the standard univariate normal distribution, ok(zl,. .

k
denotes the distribution function of the k-variate standard normal distribu-

tion with zero means, unit variances and all correlations equal top.

[+

Fk v(tl’ coes p) denotes the distribution function of the k-variate cen-
»
tral t distribution with v degrees of freedom and all correlations equal to
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2. KNOWN COVARIANCE CASE

In this section assume X ~ MN(k + 1, u, V) where X = (Xgs e .Xk);

us (uo,...,uk) is unknown but V = (vij; i, j = 0,...,k) is known. Further

= 2 = t 3 = 2
00" VoV T TV "V V1 0k

and vij =b fori=j,i,j=1,...,k. Typically xi, the observation from

assume V has the form v

o ®= VOB oa,
ﬂi, will be a sample mean as the examples at this section's end illustrate
but for now only the single vector observation X is considered. The k treat-
ment populations are all assumed to have equal variances and cevariances

but the variance of the control, voz, may be differént and the covariance
between the control and a treatment, a, need not equal the covariance between
tro treatments, b. Chen (1980) only considered the case in which vo2 = vz.

But in some situations much more data is available on the control than on

the treatments. In these situations, it will usually be the case that

2.1 Selection Procedure

Procedure Rl: Include population ni in the selected subset if and only if

0" "1%v," 4 v - (2.1)
where < is chosen to satisfy (2.2).
Theorem 1: For a given P*, if c, is chosen to satisfy
’k(cl'”"°1; p) = P* (2.2)

where p = (\vo2 +b - 23)/ (vO2 + \r2 - 2a), then Rl satisfies the P*-condition.
Proof: This proof is similar to the proof of Theorem 1 in Chen (1980).

It is included here for completeness.

Fix y = ("0"“'"k)' Let 11""'18 denote the subscripts of the B

e
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populations which are better than tlie control. Let Zi = (xo - Xi - (uo - w))/

J;oz"v 'ZI,i'l,...,k. m‘l‘l

PE(-‘SIRI) = P!(select My o 3 =1,...,B)

-

2 xo - cl\/;02 + v -2a ,3j=1,...,B)

jscl*(uij'uollvvo + Vv -Za,j-l,...,B)

2 P!(Zij Se.d=1,...,8)

=P (X
.Eij

= PL(Zi

2 ?!(Zi < 2F i=1,...,k).

The first inequality is true since "ij H Mo j=1,...,8B.
= (Zl,...,Zk) ~ MN(k,3, R) where R = (rij). LT 1, i=1,..., k and
rij =p, i2j, i,j=1,...,k. By (2.2), Pl(zis ¢y, i=1,...,k) =P,

Since y was arbitrary, R, c-tisfies the P*-condition. ||

1
2.2 Tables for ¢,

The constant <, which depends on k, P*, and p is the value which is
tabulatcd in Table 1 of Gupta, Nagel and Panchapakesan (1373). The corres-
pondence of notation is N = k, a = 1 - P* and 0 = ~ where the notation on
the left o each equality is the Gupta, Nagel and Panchapakesan notation
and the notation on the right of each equality is the notation of this paper.
This table covers P* = .75, .90, .975 and .99, all k values between 1 and 10
and all even k values between 12 and 50, and 17 different p values between
.1 and .9. This table and interpolation therein seem to be adequate for the
k and p values used in most applications. If other P* values are used,

Table II of Gupts (1963) can be used. Here the correspondence of notation

isHe €o N = k, » = p snd the tabled value is P* vhere again the left side
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of each equality is Gupta'a notation and the right side is the notation
of this paper.
If the value of ¢, for other values of k, P* and p is needed, then

1

¢, can be found by numerical methods as the solution of the equality

1
| (s + )/ T5) docx) = p* 2.3 )

(see Gupta, Nagel and Panchapakesan (1973)). Solving (2,.3) should be more
efficient than solving equation (3.3) of Chen (1980) since (2.3) involves

only a single integral whereas Chen's equation involves a double integral, }

2.3 Exasples y
In the following examples, some special cases of the general model are

considered., These examples illustrate some of the situstions to which the

general model applies. It should be remembered that in all these examples

the procedures can be implemented easily since the constant ¢, can be obtained

from Table 1 of Gupta, Nagel and Panchapakesan (1973).

Example 1; Let -Y-l"“'!a be independent. Yi ~ MN(k + 1, u, ) where

Ts= (oij; i, j = 0,...,k). Further assume I has the form %0" ooz, % "

e =0y " az, Ggy = o+* " Oy = O and Oy ® 8, fori=j, 1, j=1,.,.,k.

Let X be the sample mean of !-1"”’!11’ Then X ~ MN(k ¢+ 1, p, V) where

2

voz = oozln, v = azln, &8 = a/nand b » 8/n. The procedure Rl becomes select

if and only if

X, 2 Xy - & ,/(co!o o! - 20)/n (2.4)

where ¢, is determined by (2.2) with p= (uo2 +B - 2«)/(::02 + °2 - 2a).

n,

1

The case in which 0, = a = 0 is of special interest. In this case, xo

0
equals Yo with probability one. That is to say, this is the case in which

the control mean ¥y is known. In this case, Rl is select n‘ if and only if

-

X, 2 pg - ¢o//n (2.5)
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where c, is deermined by (2.2) with p = B/c%, the correlation between

any two treatment populations. This procedure is the procedure Pl pro-

posed by Chen (1980) for the ¥y known case. \
Example 2: Assume the same model as in Example 1. Assume further that

Oy = 0 and a = 8. Table I in Chen (1980) was provided for this equal

variance and equal covariance case. let y = a/oz be the common known
correlation. The procedure R, becomes select n, if and only if

xs 2 Xy = €10 ,/2(1 - y)/n (2.6)

where c, is determined by (2.2) with p = 1/2. Comparing R, with the pro-

1 1
cedure P, proposed by Chen (1980) for this case, they are found to be the

same when the identification cl2 =c 2(1 - v) is made. d2 is the constant

tabled by Chen. The advantage of writing the procedure in the form (2.6)
is that, whereas Chen required a separate table entry for each value of
v(¢ in Chen's notation), only the Gupta, Nagel and Panchapakesan (1973)

table for p = 1/2 is needed to determine c,, regardless of the value of v.

l.
The form (2.6) and the Gupta, Nagel and Panchapakesan table might also be

preferred since this table provides four decimal places for ¢, whereas

1
Chen's Table I provides only two decimal places for dz.
Example 3: Procedure R, can be used in the situation in which there are
separate samples of different sizes on the control and treatment populations.
It can be used if in addition there is a joint sample on the control and

treatment populations. Let !_1,....!.‘ be defined as in Example 1. Let e

B By and n, be non-negative integers with B B B let r = B ¢,

4 lll n
Let X, = I Y, /rand X, -(jfl Yyt I V08, 48 Lk

and s = m, * m,.
1 3 0 jel 0j jarel
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The sample size for the joint sample of the treatments and the control is
m,. The sample sizes of the additional samples on the control and the

treatments are m, and L respectively. Then X ~ MN(k + 1, u, V) where
vo2 = oozlr, v2 = 02/3, as mla/rs and b = 8/s. For this model, Rl becomes

select "1 if and only if

"T"""é__"'—
(2.7)

- < + 0 - 2m a)/rs
vhere c1 is determined by (2.2) with ps (soo2 + 18 - 2mlu)/(soo2 * roz - anc).
A case of particular interest is the case m = 0. This is the case in
which thepe is a sample of size m, from the control population and an inde-
pendent sample of size L from the treatment populations. If in addition

the treatment populations are independent, then R, reduces to the procedure

1
proposed by Gupta and Sobel (1958) (equation (3.10)) if the identification

is made that d = cl\/m3°0§ + nzoilolﬁz'where d is a constant defined by
Gupta and Sobel. The Gupta and Sobel procedure may be used when there are

unequal sample sizes on the various treatments, a situation not covered by

the model presented here.
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3. UNKNOWN VARIANCE, KNOWN CORRELATION CASE

In this section the case in which the treatments and control have
a common unknown variance and known correlations is considered.

Let Y,,...,Y be independent. Y, ~ MN(k + 1, p_,ozR) where p = (ug,...,H)

and 02 are unknown but R = (rij; i, j = 0,...,k) is known and has the form

Too ™ *o° * Tpp ® 1, Top ™ *** *Tox * %o and rij =rfori=j,i, j=1,...,k.
Let X = (X ,...,Xk) be the sample mean of !1’“"-!n’ Let S = (sij; i, j =0,...,k)
be the usual unbiased sample covariance matrix, i.e.,

2

n
*13 * nfl Oym - %) 0y - %5)/(n = 1), 4, j = 0,...,k. An estimate of ¢

which will be used is So2

= tr(R'IS)/ (k + 1). It is known (see Anderson
(1958)) that So2 is independent of X and (k + 1) (n - 1) 502/02 has a chi-
squared distribution with v = (k + 1) (n - 1) degrees of freedom. For

computational purposes, it sh. i1ld be noted that
k

k
ds. . +2e(Zf s, )+ f£f(C s,.)+2g( £ s..)
- 00 -1 10 -1 i1 ij
tr(R ls) - i=] i=1 i>j21

1+ (k- Dr- kro;
where d =1+ (k-1)r ,e=-r,., = (roz-r)/(l - r) and
fele(k-1- roz)r - k- Drg? - k - Dr(ry? - 1/0Q - 0.

3.1 Selection Procedure

Procedure RZ: Include population Ili in the selected subset if and only if

Xy Z Xy = C,y8, \/(2 - 2ro)/n (3.1)

where <, is chosen to satisfy (3.2).
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Theorem 2: For a given P*, if <, is chosen to satisfy
Fk, v (°2""’°2‘ p) = P* (3.2)

vhere p = (1 + r - z:b)/(z - 2ro) and v = (k + 1)(n - 1), then Rz satisfies

the P*-condition.

Prcof: Fix y = (uo,....uk) and cz. Let

Z; = (X5 ~ X5 =(up - ¥;))/ v - 2rg)/m, i = 1,...,k. Let T, = 21/80'
Then 2 = (2),.-.,2,) ~ MN(K,Q,V) where V = (v (i, § = 1,...,K), vy = o,
el kand vy =0%, 1%, 4,321k snd (ke Dn-1) So2/a”
has a chi-squared distribution with v degrees of freedom and is independent
of Z. Thus T = (Tl,....'!‘k) has a standard central multivariate t distribution
with v degrees of freedom and all the off diagonal elements of the correlation
matrix equal to p. Arguing as in the proof of Theorem 1,
pba(cslaz) 2 1>“’<,(-ri Scy iml,.. k)
= F;;v(cz,...,cz; p) = P+,

Since y and o2 were arbitrary, R, satisfies the P“-condition.||

2
3.2 Tables for c,

The constant c, which depends on k, P*, p and v is the value which is

2
tabulated in Krishnaiah and Armitage (1966). The correspondence of notation
isp=k,a=1-P* p=pand n = v where the notation on the left of

each equality is the Krishnasiah and Armitage notation and the notation on

the right of each equality is the notation of this paper. This table covers
P* = .95 and .99, k = 1(1)10, p = 0.0(.1).9 and v = 5(1)35. For larger values
of v, Table 1 of Gupta, Nagel and Panchapakesan (1973) may be used to approxi-

nate since this normal table corresponds to v = » (cf. Section 2.2).

¢
2
Gupta (1963a) provides references to some other partial tables of the

multivariate t distribution.
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I1f the value of c., for other values of k, P*, p and v is needed, it

2
can be found by numerical methods as the solution of the equality

Jo 00 | KB + x5 T T 0he(x) dx dx = P (3.3)

where hv(X) is-:he chi density corresponding to v degrees of freedom for the
chi-squared distribution (see equation (6.7) of Gupta (1963b)). Solving

(3.3) should be more efficient than solving equation (5.3) of Chen (1980) since
(3.3) involves only a double integral whereas Chen's equation involves a

triple integral.

3.3 Example
Example 4: Procedure R2 is the same as the procedure P4 proposed by Chen

(1980) if the identification is made that d, = c,/2 - 2r  where d, is a
constant defined by Chen. Chen's procedure was proposed for a more general
correlation structure. But the advantage of writing the procedure as R2

is that <, depends only on T, and r through p whereas a separate value of

d4 is required for each T, and r pair. In particular, assume Ty = T Then

p = 1/2. This is the case for which Table II of Chen is provided. Whereas
Table II requires a separate entry for each value of r (p in Chen's notation),
only the Krishnaiah and Armitage (1966) table for p = 1/2 is needed when
procedure R2 is used. The Krishnaiah and Armitage table also px#vides per-

centage points for many more values of v than does Table II.




A A S e

11

4. UNKNOWN VARIANCE, UNKNOWN CORRELATION CASE

In this section the case is considered in which the treatments and
control have a common unknown variance and a common unknown correlation.
Let Y,,...,Y Dbe defined as in Section 3. Assume r = r,, that is,
the correlation between a treatment and the control is equal to the cor-
relation between two treatments. But now assume r is unknown. This
model might be used in a repeated measures design in which each of the
k + 1 observations in !i are observations on the same individual or experi-
mental unit. Let X be the sample mean of -Y-l”' "!n' Each of the variables
Xo - X;» i = L,...,Kk, has the variance 202(1 - r)/n. Let

0

n
§,%= & gy - Yy = (X = X)) 2,(n - 1). 5.2 will be used as an estimate

1] 1
2
of 26°(1 - r).

4.1 Selection Procedure

Procedure R,: Include population ny in the selected subset if and only if
Xg 2 Xy = CyS //_ (4.1)
where Cs is chosen to satisfy (4.2).

Theorem 3: For a given P*, if c, is chosen to satisfy

Fk, n- 1(cs,...,cs; 1/2) = P, (4.2)
then R3 satisfies the P*-condition.

Proof: Let Ul,...,gk be defined by U i=1,...,k;

ij = Yo5 = Yy’
j=1,...,0, Let W be the sample mean of 24"“'!n' Then Wi = xo - xi.

sl2 is the upper left corner element of the sample covariance matrix computed

2
from U,,...,Y . Thus §,

is independent of W. The elements of W are equally
correlated with correlation equal to 1/2. Using these facts, the proof is

now similar to the proof of Theorem 2. ||

O PR~ NS DRI €T T YR LT YT W




12

The constant ¢, can be obtained from the table of Krishnaiah and

3
Armitage (1966) as explained in Section 3.2. Only the p = 1/2 table is

needed to obtain Cqe The table of Gupta and Sobel (1957) can also be

used to obtain ¢;. The correspondence of notation is p = k, P* = P*,

4 v = v and q//2 = c, where the notation on the left of each equality is

3
K the Gupta and Sobel notation and the notation on the right is the notation

of this paper. This table covers P* = .75, .90 and .975, values not

E:
#
ki
3]
i

covered by the Krishnaiah and Armitage table.

The use of 812 as an estimate of 202(1 - r) is not entirely satisfactory.
n

A Any of the statistics S.2 = I (Yo.- Y., - (X- X))/ (n-1), § = 1,...,k
1 j i=1 0i ji 0
T could be used. 512 was chosen arbitrarily. It would be good to combine

'? the sz's to get a better estimate. But the sz's are not independent so
their sum may not have a chi-squared distribution. If n is large then

. k

3 52 = szlk may be used in place of Sl2 in procedure R3 and ¢, may be

N j=1

1 approximated by the value in Table 1 of Gupta, Nagel and Panchapakesan (1973).

This is valid since S2 converges to 202(1 - r) in probability as n + =,

e, R AT o -
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5. FURTHER COMMENTS

Each of the procedures Rl’ R2 and R3 have this form. Include population
ni in the selected sihset if and only if

xi 2 X, - cSE(xo - xi)

0
where c is an appropriate constant and SE(XO - xi) is the standard deviation
of xo - xi or an estimate thereof. This form reduces the number of para-
meters upon which the constant ¢ depends. For example, in Section 2 the
constant ¢ does not depend on the parameter y whereas, if the rule is written
in the form of Chen (1980), the constant does depend on y. Berger and

Gupta (1980) found that the use of the standard deviation of the differences,
Xo - Xi, had other advantages in a different subset selection problem. This

consideration of the differences as the important variables and use of

their standard deviations may be advantageous in other similar problems.

R S el e e e d s sl e A |
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